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Abstract
Imaging in scattering media such as fog and water is im-

portant but challenging. Images suffer from poor visibility
due to backscattering and signal attenuation. Most prior
methods for visibility improvement use active illumination
scanners (structured and gated), which are slow and cum-
bersome. On the other hand, natural illumination is inap-
plicable to dark environments. The current paper counters
these deficiencies. We study the formation of images under
wide field (non-scanning) artificial illumination. We discov-
ered some characteristics of backscattered light empirically.
Based on these, the paper presents a visibility recovery ap-
proach which also yields a rough estimate of the 3D scene
structure. The method is simple and requires compact hard-
ware, using active wide field polarized illumination. Two
images of the scene are instantly taken, with different states
of a camera-mounted polarizer. A recovery algorithm then
follows. We demonstrate the approach in underwater field
experiments.

1 Scattering Media

A wide range of imaging domains exists in scattering
media. Several studies [1, 22, 28, 30, 33] improved visi-
bility in such media under natural illumination. However,
natural light is in general unavailable in relevant scenar-
ios, as in deep water, pipelines or at night. Moreover, nat-
ural illumination may change in time unpredictably [27].
The need to use artificial illumination is therefore obvi-
ous. This involves a practical difficulty: the illumination
is strongly scattered back towards the camera from par-
ticles along the line of sight (LOS), creating backscatter,
as shown in Fig. 1. The backscatter overwhelms the sig-
nal, causing severe loss of visibility. This problem can
be alleviated by increasing the baseline between the light
source and the camera [11, 34]. This is impossible to do in
tight environments such as shipwrecks or pipelines. More-
over, a construction using long strobe arms is cumbersome
and less hydrodynamic. In any case, backscatter ultimately
overcomes the attenuated signal for far enough objects, no
matter how far away the light source is placed. Backscat-
ter can be modulated and then compensated for in image
post-processing. Such current methods require acquisition

Figure 1. An underwater image taken in the Mediterranean
with two artificial light sources. The backscatter greatly
degrades visibility, and its nonuniformity creates dynamic
range problems.

of long image sequences by structured light [14, 16, 23] or
time-gating [3, 5, 9, 35, 37]. Such sequences may lengthen
the overall acquisition time. Moreover, such systems are
very complex and expensive.

To counter these problems, we look at widefield (not
scanning) illumination with a small (or no) baseline, where
the backscatter is modulated by polarization. Prelimi-
nary studies [6, 7, 17] indicated that backscatter can be
reduced by polarization. However, we go further. By
post-processing we remove residual backscatter that is not
blocked by optical means. Moreover, a rough estimate of
the 3D scene structure may be obtained from the acquired
frames. The acquisition setup is a simple modification of
instruments used routinely in such media: simply mount-
ing two polarizers, one on the light source and another on
the camera. The acquisition process is instantaneous, i.e.,
requiring only two frames, rather than scanning.

The approach is based on several insights into the im-
age formation process. We show that backscatter and atten-
uation of artificial illumination can be well approximated
by simple closed-form parametric expressions. To incorpo-
rate polarization, we have performed empirical polarization
measurements in real underwater scenes: in a temperate lat-
itude sea (Mediterranean), a tropical sea (the Red Sea), in a
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murky lake (Sea of Galilee) and a swimming pool.

2 Theoretical Background
2.1 Artificial Illumination

Consider a camera in a scattering medium. At pixel
(x, y), the measured image I(x, y) is the sum of the object
signal S(x, y) and a backscatter component B(x, y),

I(x, y) = S(x, y) + B(x, y) . (1)

We now detail these components. Let z be the axial distance
from the camera of a point in the volume. This scene point
is at a distance Rsource(x, y, z) from a light source which
resides by the camera. The source radiance is Lsource. The
irradiance of the scene point [11] due to this source is

Isource(x, y, z) = Lsource exp[−cRsource(x, y, z)]
R2

source(x, y, z)
. (2)

Eq. (2) is affected by the medium, which is characterized
by an attenuation coefficient c and by the 1/R2

source falloff
caused by free space propagation. Here c = a + b, where a
is the absorption coefficient of the medium and b is its total
scattering coefficient. The latter expresses the ability of an
infinitesimal medium volume to scatter flux in all directions.
Integrating over all solid angles Θ,

b =
∫
Θ

b(Θ)dΩ =2π

∫ π

0

b (θ) sin (θ) dθ , (3)

where θ ∈ [0, π] is the scattering angle relative to the prop-
agation direction [21]. Note that the variables a, b(θ)
and c are all functions of the wavelength λ. The
range θ ∈ [0, π/2) corresponds to forward scattering, while
θ ∈ [π/2, π] corresponds to backscattering.

Since the camera is beside the artificial illumination
source, it is backscatter that affects the sensed image most.
It is a result of accumulation [11, 19] of all backscattered
light along the line of sight (LOS). Any backscattering from
a particle in the medium undergoes attenuation in the dis-
tance (see Fig. 2)

Rcam =
√

(αx)2 + (αy)2 + z2 (4)

between that particle and the camera, where α(z) is the
camera magnification. Integrating all these scattering in-
cidences,

B(x, y) =

Zobj(x,y)∫
0

b[θ(z)]Isource(z) exp[−cRcam(z)]dz.

(5)
The integration stops where an object is encountered in a
distance Zobj. Note that θ, Isource and Rcam all change with
z. Moreover, they all depend on (x, y).

z

polarizer

analyzer

R so
ur

ceR
cam

x

y

x

y

θ

Rsc

a point in 
space

lamphead

γ

Z0

Figure 2. The setup. Rcam- distance of a point from the
camera; Rsource- distance of a point from a light source;
Rsc- baseline; θ- scattering angle; γ- angle between base-
line and LOS; x, y- image coordinates; z- axial coordinate;
Z0- axial distance to first intersection of light with the LOS.

2.2 Object Signal

Define Lobject(x, y) as the object radiance we would
have sensed had no falloff occurred (as if scene irradiance
is done by a distant source, with no attenuating media). The
object irradiance suffers [11, 19] from falloff1 as described
in Eq. (2). Light reflected from the object then undergoes
attenuation along the LOS. We define a falloff function

F (x, y) =
e−c[Rsource(x,y,Zobj)+Rcam(x,y,Zobj)]

R2
source(x, y, Zobj)

. (6)

Hence, the signal originating from the object is

S(x, y) = Lobject(x, y)F (x, y) . (7)

2.3 Active Polarization Imaging

By mounting a polarizer on the light source, we polarize
the illumination (see [10] for polarization definitions). This
light is then backscattered by particles in the medium. Had
the backscattered light been completely polarized, it could
have been optically eliminated by a camera-mounted polar-
izer (an analyzer). However, backscattering involves some
depolarization, i.e., some energy of the light becomes un-
polarized, hence cannot be blocked by an analyzer. Never-
theless, a substantial degree of polarization (DOP) is main-
tained upon backscattering. We exploit this phenomenon.2

Once light is backscattered, it propagates through the
scattering medium towards the camera. During this prop-
agation, it further depolarizes [32]. This process is complex

1Blur due to forward scattering affects image quality less than the other
effects [28]. Therefore, we do not handle it in this work.

2Polarization aids other computer vision aspects [2, 4, 20, 22, 31, 33].
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Figure 3. Simulated actively illuminated scene.

and depends on the distribution of particle types and sizes
and polarization type [12, 13, 18, 26]. A preliminary em-
pirical study [7] showed that if the illumination is circularly
polarized, then a significant improvement in contrast can
be achieved optically in water. The bottom line, however,
is that this phenomenon is not well modelled yet for most
real world media. In particular, we have not found in cur-
rent literature a clear answer as to which polarization type
is preferable in the water environments we worked in, and
how depolarization rate correlates with the scattering or at-
tenuation coefficients. Hence we had to take the plunge,
literally, and check the matter in-situ.

3 Scene Rendering

To make scene reconstruction tractable, we sought ap-
proximations. We obtained this by rendering underwater
scenes based on the models of Sec. 2. This enabled us
to gauge the importance of various effects and setup pa-
rameters, such as camera-illuminator baseline, scene range,
medium coefficients, illumination spectrum and angular
non-uniformity of the light source.

Rendering relied on the properties of a Nikon D100, a
20mm lens and the spectrum of a 100W Quartz Tungsten
Halogen bulb [24]. For example, the simulated source in
Fig. 3 is placed 14cm to the upper-right of the camera lens,
with its axis parallel to the camera axis. The angular spread
and non-uniformity of the source are similar to those of the
one we used in experiments. The rest of the parameters
were variable. The scene was assigned a distance map, e.g.,
varying linearly with y in the range 0.5-4.5m.

Fig. 3 shows a clear image Lobject. Here we used
oceanic water characteristics (absorption and scattering
specifications) as in [21]. A signal derived from this object
is shown as well, next to the corresponding image I . It is
clear that backscatter overwhelms the farther regions of the
object. Moreover, these rendered images illustrate the non-

uniformity of the backscatter and scene illumination caused
by the falloff.

4 Assumptions and Approximations

For efficient rendering as well as reconstruction, it is
beneficial to make some assumptions and approximations.
• Depolarization. As a default, we assume that depolar-
ization due to propagation is not significant, since effective
propagation distances are rather short in widefield artificial
illumination [34], due to the falloff function (Eq. 6).
• The object’s signal. We assume3 that S is unpolarized as
explained in [29].
• Uniform backscatter coefficient. In the following, we
mainly refer to oceanic water. In this environment, accord-
ing to [15], the function b(θ) is insensitive to θ at backscat-
ter angles (θ ≥ π/2). Hence, we denote its typical value as
b̃. This simplifies the backscatter integrations.
• A closed form parametric expression for the backscat-
ter integral. Before we justify this in general, let us first
consider a special case in which the camera-illuminator
baseline is very small, relative to the object distance. In
this case,

Rsource(x, y) � Rcam(x, y) . (8)

Hence,

Fapprox(x, y, z) =
exp[−2cRcam(x, y, z)]

R2
cam(x, y, z)

, (9)

and

B(x, y) ≈ b̃Lsource

Z(x,y)∫
Z0(x,y)

Fapprox(x, y, z)dz . (10)

Note that the integration does not start at z = 0. The reason
is that light from the source does not illuminate the space
interfacing with the camera lens. Rather, there is a mini-
mum distance Z0, at which light rays from the illumination
source intersect the LOS.4 The range z < Z0 is effectively
dark, and therefore does not contribute to the backscatter.
Note that Z0 is a function of the pixel coordinate (x, y).

An analytic solution to the integral in Eq. (10) is given
as the series

B

b̃Lsource
≈

[
−e−2cz

z
− 2c ln z − 2c

∞∑
n=1

(−2cz)n

n · n!

]z=Z

z=Z0

.

(11)
Now, consider a special case where Z(x, y) = ∞, i.e., ef-
fectively there is no object in front of the camera at (x, y).
Denote the backscatter value there as B∞(x, y).

3Some studies [38, 39] assume that the signal is polarized, ignoring the
backscatter polarization.

4If the light cone emitted by the illuminator was sharp, then Z0 could
have been geometrically calculated.
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Figure 4. The backscatter given by Eq. (10) as approxi-
mated by Eq. (12), with c = 0.1 m−1.

We found in extensive numerical simulations, that
Eq. (11) can be well approximated as

B ≈ B∞{1 − exp[−k(Z − Z0)]} , (12)

where k is a parameter that depends only on c and b̃ for a
given Z0. An example is shown in Fig. 4, for a particular
setup. Eq. (12) is simple. It has three parameters: an offset
Z0; a slope near Z0, which is dictated by k, and a saturation
value B∞. We use this approximation in our subsequent
derivations.

In general, the setup is more complicated: a light source
is not coaxial with the camera, it is very nonuniform and
there are several sources, generally. Hence we simulated
the backscatter resulting from such systems being in the
medium. Even then, we discovered through simulations
that the numerical integration of backscatter still follows
the approximated model expressed in Eq. (12). The only
difference is that the parameters Z0, k and B∞ vary with
(x, y). To conclude, we use Eq. (12) for backscatter caused
by a general active illumination system in the medium. To
work with the model, however, its parameters need to be
determined per pixel. Next, we describe how they can be
calibrated in-situ.

Note that [36] simplified the integral in Eq. (5) to a
closed form containing values obtained from a precalcu-
lated lookup table. This expression is less useful when aim-
ing to invert the process and is very sensitive to noise in the
measurements.

Model Calibration

Suppose we have an uncalibrated active illumination sys-
tem in a medium having unknown characteristics. How can
we determine the parameters Z0, k and B∞ for each pixel
(x, y)? Note that B∞(x, y) can be easily obtained: rigidly
shift the camera/illuminator system, to take a photograph of
a void region in the medium (where no object is in sight).
The acquired image is simply B∞(x, y).

We are left with two unknowns per pixel, Z0(x, y) and
k(x, y). These can be derived by acquiring two calibration

frames. A simple procedure is to photograph within the
medium images of a black board. In one frame, the board is
placed at a distance Z1 from the camera, while in the second
one it is placed at a distance Z2. Since the object is black,
the two frames measure only backscatter accumulated up to
their respective depths

Ii(x, y) = B∞(x, y)
{

1 − e−k(x,y)[Zi−Z0(x,y)]
}

, (13)

for i ∈ {1, 2}. These are two nonlinear equations with two
unknowns. By setting Z1 and Z2 close to the camera, a first
order approximation ([1 − exp(−η)] � η) yields

Ẑ0 =
I1Z2 − I2Z1

I1 − I2
, k̂ =

I1 − I2

B∞(Z1 − Z2)
. (14)

Our simulations showed that Ẑ0 is insensitive to the color
channel. This is expected, since it has a geometric meaning:
the intersection of the LOS with the effective boundary of
the illumination. We stress that this approximation (Eq. 12)
is useful in scene recovery, as detailed in Sec. 5. To demon-
strate the effectiveness of the parametric approximation, we
performed this parameter calibration, and then used Eq. (12)
to render backscatter in scenes. The result is almost indis-
tinguishable from that obtained by numeric integration of
backscatter derived from first principles.

5 Scene Reconstruction

We wish to overcome the visibility degradation, and
also to estimate a 3D map of the scene. The method has
two steps. The first is acquisition using active polarized-
illumination and a camera-mounted polarizer. The second
is image analysis. We now describe the principles as well
as the system we actually used.

5.1 Taking the Plunge

The experiments were done while scuba diving at night
in various environments, as described above. To observe
color effects in the images, we prepared colorful patch-
targets and took them with us. The camera was mounted
on a tripod with weights on. To safely sink and float this
amount of equipment in a dive, we used a lift bag (Fig. 5).

Other studies have experimented with indoor water
tanks, dilluting a fixed substance, usually milk. The par-
ticles in milk and other lipid substances are usually homo-
geneous and symmetric [12, 26] while oceanic particles are
heterogeneous [21]. Therefore, we were concerned that po-
larization experiments done with milk would not represent
correctly the properties of the media in the field, e.g., sea-
water. Thus, we embarked on outdoor dives.

5.2 Image Acquisition

The system setup is depicted in Figs. 2 and 6. Polarizers
are mounted on the sources while a polarizer is mounted on
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Figure 5. Scuba diving with a lift bag towards night exper-
iments in the Red Sea.
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diffuserlamp head
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underwater
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Figure 6. A single-lamphead version of our system.

the camera (analyzer). They are either both linear or both
circular [7] polarizers. Note that it is more difficult to switch
states (handedness) of circular polarization than to switch
linear orthogonal states. Anyway, images are taken with
the analyzer in two orthogonal polarization states. The first
state is chosen to be the one with minimum visible backscat-
ter, denoted Imin. The second state has maximum backscat-
ter, denoted Imax. We use a Nikon D100 camera, which has
a linear response [29]. The camera is placed in a Sealux un-
derwater housing. We also use AquaVideo light sources,
with 80W Halogen bulbs. Reasons for this selection are de-
tailed in the Appendix. As described in the following, we
often measured a significant DOP of backscatter in exper-
iments. Therefore, sometimes even the single Imin image
results in a dramatic improvement.

5.3 Backscatter Removal

Often, substantial backscatter is resistant to optical fil-
tering. Further reduction of backscatter is achieved by post
processing Imin and Imax. As discussed in Sec. 2.3, the
backscatter has a certain DOP, so its contribution varies
among the two frames. Since in Sec. 4 the signal is assumed
to be unpolarized, the images we take are

Imin = S/2 + Bmin, Imax = S/2 + Bmax , (15)

where Bmin and Bmax are the backscatter intensities in the
respective polarization filtered images. Without a polariza-
tion analyzer, the image acquired would have been

Itot = Imin + Imax . (16)

The DOP of the backscatter is

p(x, y) =
Bmax − Bmin

B
. (17)

If we know p(x, y), then using Eqs. (15,17) the backscatter
in every point can be calculated as

B(x, y) =
Imax(x, y) − Imin(x, y)

p(x, y)
. (18)

Here we make another assumption:
• Uniform DOP of backscatter. In experiments we made
in various underwater environments and in different peri-
ods, we noticed a surprisingly simple behaviour: the DOP
of the accumulated backscatter is practically constant across
the FOV5 despite the angular spread of the illumination and
views. Thus p(x, y) = p.

We extract the DOP directly from the images. Note that
in areas where there is no object, Itot = B = B∞. There-
fore, we can choose an area in the image where no ob-
ject exists, and then extract the DOP from the image using
Eq. (17). Alternatively, it can be taken in the calibration
step of B∞(x, y). Based on p and Eq. (18), we estimate the
backscatter and then remove it from the raw image

S(x, y) = Itot(x, y) − B(x, y) . (19)

The backscatter removal results in a more uniform bright-
ness, decreasing dynamic range problems. This enables bet-
ter contrast and brightness range across the FOV.

Fig. 1 shows an unpolarized image taken with our system
in the Mediterranean, with sea conditions of approximately
8m visibility. Here we used two light sources placed 10cm
above and below the LOS. The estimated DOP in this case
was 80%. Fig. 7 shows the result of applying Eqs. (18,19)
on the scene shown in Fig. 1. There is a significant im-
provement of visibility compared to the raw frame. Note
the revealed rocks in the upper left and bottom, the sand in
the periphery and the distant tube region.

Fig. 8 shows an image taken in the fresh water Sea of
Galilee with poor visibility of about 0.5m (which imposed
significant inconvenience during the experiment). In this
setup we used one light source, which was placed 10cm
above the LOS. The resulting circular DOP was 9%. The
imaged bucket is of the same size as the one shown in Fig. 7,
just much closer. Despite its proximity, its rear edge is
not visible in the raw images. In contrast, after applying
Eqs. (18,19) to the circular polarization pair, the rear edge
is unveiled (though blurred). The darkness above that edge
correctly indicates the void above and behind the bucket.

5We found it is constant up to ≈ 24◦ relative to the optical axis.
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Figure 7. Result of our method, corresponding to Fig. 1.
[Top] Backscatter removal. [Bottom] Estimated backscat-
ter. To observe the color effects, please view the paper
on the computer monitor.

5.4 Falloff Estimation

As discussed in Sec. 2.1, the amount of backscatter in
each pixel is related to the distance of the corresponding
object. The farther it is, the more backscatter accumulates
along the LOS. In the previous section, we extracted the
backscatter map, which indicates the object distance, i.e.,
the 3D structure of the scene. Furthermore, having this es-
timation, we can somewhat compensate for the falloff.

The depth values are derived from Eq. (12):

Ẑobj(x, y) = Z0(x, y)−
[
ln

(
1 − B(x, y)

B∞(x, y)

)]
/k(x, y) .

(20)
The parameters k(x, y) and Z0(x, y) are calibrated as ex-
plained in Sec. 4.

One should be aware of the limitation of this approach
for 3D recovery. For example, Fig. 4 shows the result of a
numeric calculation of B(z) using Eq. (10). In the first half
a meter the backscatter increases at a high rate. Therefore,
estimating distances in this range can be meaningful. On
the other hand, after a distance of about 1m the backscat-
ter saturates. Hence trying to distinguish distances there is
fruitless. The effective range can be increase to 2-3m when
the baseline or the attenuation coefficient change.

After estimating Ẑobj(x, y) in Eq. (20), it can now be
used for estimating the falloff. For this, we need the atten-
uation coefficient c, which can be evaluated by a transmis-

Unpolarized imageUnpolarized imageUnpolarized image

Backscatter removalBackscatter removal

Best polarizedBest polarizedBest polarized

Estimated backscatterEstimated backscatterEstimated backscatter

Figure 8. [Top] Images taken in the Sea of Galilee with our
system using one light source at the top. [Bottom] Results
of our method. To observe the color effects, please view
the paper on the computer monitor.

B

B
∞

F

Figure 9. Normalized falloff as a typical function of the
backscatter in an arbitrary pixel.

siometer. In addition, we need Rsource, which is derived
based on a-priori knowledge about the system baseline: as
in [36], it is sufficient to know camera-light-source baseline
Rsc, and the angle between this source and the LOS, γ (See
Fig. 2). Then,

Rsource =
√

R2
sc + R2

cam − 2RcamRsc cos γ . (21)

The value of R̂cam is estimated by setting z = Zobj in
Eq. (4). Then Eq. (21) derives R̂source. Using them in
Eq. (6), we get the estimated falloff F̂ (x, y). The latter can
be compensated for (see Eq. 7):

L̂object(x, y) = S(x, y)/F̂ (x, y) . (22)

Fig. 9 shows a typical dependence of F on B (both
are normalized by their maximal value). We can see that
the function is stable and estimation of falloff based on
backscatter is well-conditioned. Fig. 10 shows a simulation
of the entire recovery method. The image was assigned a
non-trivial distance map and artificial noise was added with
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Figure 10. Simulated backscatter removal, 3D recovery
and falloff compensation of a noisy object.

standard deviation of 1 grey level (out of 256 in the image).
The bottom-right figure shows the image after removal of
the estimated backscatter and falloff compensation. While
the image is enhanced relative to the acquired image (top
right), there is noise amplification in the distant parts. The
reconstructed distance map (bottom left) matches the origi-
nal one (top left).

6 Discussion

Our approach is instant, easy to build and cheap. It is a
physics-based enhancement of contrast. The method is gen-
eral enough and it might work even if not all the assump-
tions are true, but this requires further exploration. The
method may also yield a rough estimate of the 3D scene
structure. Note that 3D reconstruction can be done mostly
in short ranges, where the backscatter expression still varies
rapidly and light still exists with sufficient intensity. On the
other hand, visibility recovery is achieved throughout the
range of the light source without limit. The practical limit
of having less light reaching distant objects is fundamental
to all active illumination methods.

We currently work on testing of the calibration method in
field experiments. We also started to compare performance
of circular polarization to linear one, experimentally and
theoretically. Note that circular polarizers are designed for
narrow spectra and angles. Widefield and wideband circular
polarizers are difficult to construct and are very expensive.
In addition, it is worth applying this descatter approach in
media other than water.

The method can be combined with spatial/temporal scan
methods. Scanners [5, 14] can use lasers which generate po-
larized light by stimulated emission [10] without loss, while
projectors [16, 23] often emit polarized light [25].

Appendix: Illumination Choices

Our system is shown in Fig. 6. It consists of a light
source; a diffuser to make the light beam more uniform
and widen its spread; a polarizer for the light source; an
SLR camera with an underwater housing; and a polarizer
mounted on the camera. The considerations for choosing a
camera and a housing in conjunction with polarization fil-
tering are detailed in [29]. As for the illumination, we had
several requirements, beyond being watertight in the under-
water depth, as detailed below.

Stability: We had to avoid uncontrolled illumination fluc-
tuations in this research phase. This has overruled current
arc-based flash bulbs, which have O(5%) fluctuations [8].
DC incandescent sources are least prone to short-term fluc-
tuations, once their temperature saturates.

Narrow lamphead exit aperture enables fitting high qual-
ity filters. This has overruled current large LED clusters or
fluorescent bulbs.

Holographic diffusers are used for higher transmission ef-
ficiency and smaller diffusing angles.

Sealed diffuser. High efficiency diffusers are either
ground/sandblusted glass or holographic. The former be-
come clear (nondiffusing) in water, as their refractive index
is nearly matched by water in their concavities. The latter
are destroyed in water. Thus, we sealed the diffusers in air
spaced windows.

Diffuser before polarizer. Diffusers scramble light, caus-
ing depolarization. Lab tests verified a higher illumination
DOP when the diffuser is placed between the polarizer and
the lamphead, rather than facing the object.

High intensity extends the vision range in the water.
Enough battery power to last for long underwater experi-
ments with fast recharging in field use.

The Aquavideo SuperNova system which we use
projects up to 400W by two bulbs. A lower power of 80W
lasts for about an hour. It has a 50mm lamphead exit.
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